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Abstract. Personalized learning is increasingly improving through AI-
enhanced intelligent tutoring systems (ITS). However, ethical and pri-
vacy aspects of ITS, such as the privacy-personalization trade-off, are 
under-researched. We conducted an interview study with .N = 32 univer-
sity students and found that students were not largely concerned about 
privacy as such but implications of data collection for social aspects, 
their education, and society at large. Students preferred ITS to supple-
ment rather than replace human teachers in certain tasks, leveraging the 
benefits of both. We provide recommendations on addressing the identi-
fied concerns for ITS design and successful integration into a curriculum, 
for which AI literacy and student autonomy emerge as crucial factors. 
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1 Introduction 

Personalized learning tools can substantially help students in their learning 
process while enabling professors to more efficiently use the scarce in-person 
time in classrooms. While intelligent tutoring systems (ITS) [ 22] are increas-
ingly considering human-centered aspects such as usability [ 2, 20], students are 
generally absent from the ITS development process [ 3] and are often only 
recruited for post-deployment evaluation [ 3]. In addition, there is little atten-
tion to aspects outside of learning outcomes, such as the question of data pri-
vacy and ethics [ 23, 30, 35]. As personalization relies on personal data processing 
(e.g., students’ performance, behavior, and personal data), it is crucial to take the 
privacy-personalization trade-off (PPTo) into account when developing ITS [ 4], 
involving actual students in the process. In this article, we aim to answer the 
following resulting research question: In the context of higher education, what 
factors play a role in students’ assessments of the PPTo associated with ITS, 
and how do these factors shape their decision-making? 

We conducted an interview study with .N = 32 university students to under-
stand their requirements and concerns regarding ITS and the PPTo. Students’ 
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concerns range from social, educational, to high-level societal implications of 
ITS, which can be addressed in different ways. Based on our findings, we derive 
concrete design recommendations for future ITS, focusing on technical function-
alities and successful integration into course curricula. 

2 Related Work 

There is a growing interest in using AI-related education techniques [ 17, 35]. ITS 
provide students with tailored feedback, and instruction such as hints [ 22]. Var-
ious interventions, like high and low scaffolding, [ 7], how ITS could support self-
regulated learning [ 24], how gamification can be integrated into an ITS [ 21, 24], 
and comparing ITS to traditional methods [ 5] have shaped ITS development. 
ITS can use students’ data to support collaborative learning [ 6, 34], and for time 
management [ 1]. However, privacy concerns, as well as a lack of understanding 
of how ITS work, generally result in not trusting ITS [ 11, 27, 29], and there-
fore hinder educational institutions from adopting these tools [ 8]. Research in 
this area is limited [ 23, 35], even though students could provide crucial insights 
to support the design process [ 3, 28], and privacy research calls for improved 
human-centered approaches [ 18, 25]. Only a few recent works focus specifically 
on designing systems considering privacy [ 33]. Kwapisz et al. [ 19] and Greenhalgh 
et al. [ 14] explored privacy concerns of students regarding data sharing practices 
of learning management systems, while others focused on analytics dashboards 
[ 31] or collaboration analytics [ 36]. Our study takes a first step toward address-
ing the lack of student involvement in ITS design, aiming to derive concrete 
recommendations for the data handling of future ITS. 

3 Method 

We conducted individual interviews (45–60 min. each) with .N = 32 students 
from ETH Zurich and the University of Zurich, from various fields of study. They 
were all fluent in English and had already completed at least three semesters. 
They were 24 years old in average (SD = 2,  min = 20, max = 28), 15 were men, 
17 were women, 13 were Bachelor students, 18 were Master students, and one 
was a PhD student. 

Each interview consisted of four main sections aiming to (1) capture students’ 
definition of personalization, their main usage context, and their beliefs, (2) 
explore how personalization could improve educational practices, (3) critically 
reflect on the benefits and risks associated with personalized ITS, and (4) explore 
the willingness of data-sharing with respect to the types of data, the students’ 
need for transparency and control over data collection, storage, and processing. 
In this short paper, only the results of the two last points are presented in detail 
with other crucial insights mentioned where necessary. 

Data Analysis. The interviews took place online with audio-recording and 
transcription for anonymized analysis using trint, yet manually validated to 
ensure correctness. The transcripts were analyzed using MAXQDA24. One
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researcher first generated an initial code structure that was revised based on 
other researchers’ feedback. This revision process was repeated multiple times, 
involving a total of four researchers. 

Ethical and Open Science Considerations. Participants signed a consent 
form and received compensation in line with our institution’s suggestions. Our 
method followed ethical guidelines for psychological research and has been IRB-
approved. The interview guideline and supporting materials are available online 1. 
Interview transcripts are made available upon request. 

4 Results 

We developed a framework summarizing the key concerns toward ITS and poten-
tial solutions based on the interview outcomes (see Fig. 1). 

Fig. 1. Concerns toward ITS and potential solutions. Concerns directly addressable by 
ITS features (in bold) and those requiring measures from the institution are shown. 

Unmet Prerequisites Can Prevent Students from Using an ITS. Partic-
ipants generally showed a positive attitude toward ITS, but described aspects, 
such as certain ITS features being harmful for their learning process (“I think 
it’s [...] maybe harmful [...] to not be involved in the process at all.” - P12) to 
prevent them from using these systems. Utility was also frequently mentioned, 
when discussing which data they “wouldn’t see [...] necessary for the service.” 
(P24) and thus wouldn’t want to be collected, despite not having particular 
ethical concerns. 

Social Concerns were Common. Many participants’ concerns were related 
to data access and use by others. Judgement refers to concerns about lecturers’ 
perception of the data and potential negative effects, e.g., “I still think that [the 
lecturer] could then be biased by what I’ve done in a certain test.” (P5)  or  what  
other students think, e.g., “not everyone is confident being talked about their
1 Data available on OSF. 

https://osf.io/m47nq/?view_only=6bc620d22ff54613ae7fa2e58dace2bd
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results in front of everyone” (P7). Data storage/access refers to who can access 
educational data; while students generally accepted staff accessing their data, 
they opposed sharing it with peers or external parties. Finally, effect on human 
interaction related to how ITS use can affect the overall learning experience, 
e.g., how it would reduce interaction with peers. 

Concerns about the ITS’ Effect on Educational Outcomes. Students 
were worried about fairness, noting that extensive access to study data could 
lead lecturers to be biased (e.g., “I would provide [time and frequency of study 
sessions], but only if then they’re not graded.” - P30). Additionally, concerns 
about whether the ITS has enough data to make accurate predictions were raised 
(e.g., “How do we know that there are no blind spots on the algorithm side?” -
P8). Students believe that autonomously regulating their study process should 
be something they do independently and were “afraid to lose the ability to do 
it on my own.” (P19), which is why they prefer to be in control of their study 
progress and only use the support of ITS on the task-level. Finally, dependency 
on the tool, which refers to students not being able to efficiently study without 
an ITS, was found to prevent them from learning the soft skills necessary in a 
work environment later, as also described in previous research [ 13]. 

Concerns on the Effects of an ITS on Society. The final category is related 
to the widespread usage of personalized tools on society, such as people “los[ing] 
the ability to create a thought” (P13) or seeing each other as complex beings as 
an ITS would fail to capture individuals in depth. Finally, some were concerned 
that an ITS could have a negative effect on their mental health due to com-
parison with others, constantly being reminded of their weaknesses, or reduced 
social interaction. These concerns, although rare, still show the importance of 
addressing general worries toward AI systems, not only ITS. 

Potential Solutions Exist both on the ITS and Institution Level. The 
acceptance of ITS depended heavily on its integration into the students curricu-
lum, therefore not all concerns can be tackled by ITS features alone. Within 
ITS, the best way of storing data depended on perceived data sensitivity. A 
lot of students were only slightly concerned about sharing data as long as it 
is anonymized, or, in the case of their personal data, stored separately from 
their detailed results and behavioral data. More concerned participants pre-
ferred the data to only be available in aggregated format from a class “for the 
professor to understand which topic is less clear or if he should focus more on 
that [topic]” (P5), without providing their individual records. Some suggested 
restricting access to certain recipients or data types individually, whereas others 
preferred to choose the functionalities and the system to only collect the data 
necessary for those, e.g., “I imagine it would be tied to some services, what data 
you need to use or you need to provide” (P24). Almost all participants considered 
being able to change their data-sharing preferences easily and deleting parts or 
all of their data from the system very important. They illustrated how continu-
ous transparency could increase their trust in the tool. They also mentioned that 
understanding better “how [the tool is] coming to the suggestions” (P13) would
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convince them of the accuracy of the ITS. However, certain recommendations 
require the institution’s involvement. In case an ITS would be a core element of 
their course, some participants expected the information to come directly from 
the university instead of the tool, saying “it would make sense to maybe have a 
[...] class that just focuses on what this tool [does].” (P10). Also, the ITS and 
classroom teaching have to complement each other instead of just coexisting 
or replacing the other (“I feel like they could work well together instead of like 
against each other ” - P6). 

5 Discussion 

Personalization should Happen at the Task Level, while Students 
Remain in Control Over what and when to Study. Based on students’ 
concerns related to losing autonomy over their learning and becoming overly 
dependent on the ITS, it is not recommended to design the ITS in a way that 
takes high-level control of the learning process and behaviors. Instead, the per-
sonalization should remain on the task level, providing step-by-step guidance and 
feedback. This helps students maximize their learning outcomes on the micro-
level, while also helping them with self-regulated learning, e.g., supported by the 
integration of pedagogical agents shown to be successful in improving learning 
outcomes [ 12]. This can prevent harmful cognitive offloading that can cause the 
decline of critical thinking skills if students are too dependent on the tool [ 13] 
and reduce the enjoyment of learning [ 15]. 

The Tool should be Functional Regardless of a Student’s Data Sharing 
Preferences. Tools should ensure that users’ privacy preferences are adhered to 
without limiting their ability to use the system [ 16], as privacy preferences vary 
greatly depending on context [ 18]. This is in line with some students’ thought 
that if an ITS was used as part of a course, they should still be free to grant and 
revoke consent to data collection without suffering major drawbacks. This could 
be achieved by integrating different’learning modes’ associated with different 
data collection practices. For example, students can target their weak areas with 
relevant exercises, but for that rich interaction data has to be collected from 
them. However, if they wish to only review material without specific focus on 
their weaknesses, then no or little data is required. 

Information on Data Collection should be Provided from a Learning, 
not a Legal Perspective. Students showed trust in their institution to store 
and handle their data securely, reflecting previous studies [ 23]. Therefore, a tra-
ditional privacy notice might not be the most efficient way of informing them. 
Instead, as students named multiple concerns related to how data collected by an 
ITS could negatively affect them within the institution (e.g. unfair evaluations, 
judgment from classmates if they can access the data), designing a student-
centered notice and consent system could be beneficial. For example, instead of 
asking “Do you consent to provide your data about the time and duration of 
your study sessions?”, the questions should be “Would you like to get feedback
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related to your study schedule and productivity?" along with an explanation of 
the data collection implications of the decision. This would also better equip 
students to make similar future decisions and improve AI literacy, which many 
in higher education are currently lacking [ 14]. 

Consider the ITS as a Complementary Asset to the Course, not as a 
Standalone Tool. Many participants agreed that there are some advantages 
to learning from a human which digital tools simply cannot substitute: show-
ing empathy, explaining new material in the most suitable way, and engaging 
in reflective discussions. However, an ITS is advantaged in its availability and 
capacity to provide an infinite amount of exercises. Therefore, instead of looking 
at ITS as a substitute for human teaching, institutions should take advantage of 
both when designing courses. Teaching new, complex materials are best to stay in 
the hands of human lecturers who can engage students the best. Meanwhile, ITS 
could serve as a tool for individual practice and revision, the required amount of 
which might differ greatly between students, so they can benefit greatly from con-
tinuous personalized feedback [ 31, 32]. Previous research has also demonstrated 
the success of combining human mentoring with AI tutoring [ 9]. 

Be Clear about the Capabilities of the Tool and Its Role in the Cur-
riculum. Understandably, most students optimize their learning strategy such 
that they get the best grades, therefore they might not use an ITS seriously if 
it is not part of their evaluation [ 36]. At the same time, our results show that 
students are uncomfortable with being evaluated based on data from an ITS, 
therefore it is not advised that institutions do so. They can however make sure to 
clarify the role of the ITS in the curriculum (e.g., independent practice of com-
plex exercises) and how that is useful to achieve the desired learning outcomes 
to boost engagement and eliminate potential concerns. 

Make the most of ITS by Providing Feedback to Teachers on Class 
Performance. Despite a focus on the student perspective, 16 participants men-
tioned that the ITS data could provide valuable insights to lecturers about how 
students interact with the course. Most of them preferred it to be in an aggre-
gated format based on the whole class’ data instead of making rich interaction 
data from individuals available. [ 10] came to similar conclusions regarding visu-
alizing cognitive-affective states in online learning. The exact ways of how this 
information could be most effectively utilized on teacher dashboards is definitely 
worth further investigation [ 26]. 

5.1 Conclusion and Future Work 

The study revealed that the question of privacy cannot be fully separated from 
other societal and ethical factors once we discuss using an ITS integrated into a 
course. Therefore, the final recommendations cover a wider scope than just data 
handling and suggest focusing on (1) ways to ensure flexibility and autonomy 
of students in using and providing data to the ITS, (2) efficiently informing 
students about implications of data handling not just through the ITS, but the
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institution itself, and (3) designing curricula in a way that benefits of an ITS as 
well as human teaching are maximized. 

However, there are some limitations to this study. The interviews were con-
ducted with only local students in Switzerland. Their answers might vary from 
individuals studying in other countries with different education systems and data 
protection regulations. Future work could conduct similar studies in other cul-
tural and educational environments. Also, the interview questions referred to the 
hypothetical scenario of an ITS used in university courses, and their declared 
opinion may be different from their actual behavior. Future studies could inves-
tigate students’ perceptions in the context of actual interactions with ITS. 
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